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1. Introduction

Bifurcation of limit cycles has been extensively studied in planar vector fields, for example see the review article [10] and books [4,5], as well as the references therein. This problem is closely related to the well-known Hilbert’s 16th problem [6]. The second part of Hilbert’s 16th problem is to find an upper bound on the number of limit cycles that planar polynomial systems can have. This number is called Hilbert number, denoted by $H(n)$, where $n$ is the degree of the polynomials. A modern version of this problem was later formulated by Smale, chosen as one of his 18 most challenging mathematical problems for the 21st century [20]. So far, for quadratic systems, the best result is $H(2) \geq 4$, obtained almost 40 years ago [1,18,19], but $H(2) = 4$ is still open. For cubic systems, many results have been obtained on the lower bound of $H(3)$, with the best result obtained so far as $H(3) \geq 13$ [9,11].

On the other hand, Hopf bifurcation [7] has been applied for considering bifurcation of limit cycles from equilibria for a long time, for example see [15], and many
physical examples can be found, for example in [5]. Recently, particular attention was paid to some 3-dimensional dynamical systems, e.g., see [2, 12, 26]. On the other hand, in the past two decades, many chaotic systems have been constructed to study chaos control and chaos synchronization. However, in order to achieve the two goals, the dynamics of the system such as stability and bifurcation must be explored. Among those systems, the family of Lorenz system [13] is an important class of chaotic systems to be studied. Thus, investigating systems which are similar to the Lorenz family yet not equivalent to Lorenz family is certainly very interesting and of importance for theoretical studies. In fact, a so-called extended Lorenz system was developed in [16] to study chaotic dynamics, which is described by

\begin{align}
\dot{x} &= y, \\
\dot{y} &= m x - n y - m x z - p x^3, \\
\dot{z} &= -a z + b x^2,
\end{align}

(1.1)

where \(m, n, p, a\) and \(b\) are real parameters. It can be shown that using the following transformation:

\begin{align}
&x = \sqrt{2} X, \quad y = \sqrt{2} (X + \frac{Y}{\sigma}), \quad z = \frac{X^2}{\sigma} + (\rho - 1) Z, \\
a = -r, \quad b = \frac{2\sigma - r}{\sigma (\rho - 1)}, \quad m = \sigma (\rho - 1), \quad p = 1, \quad n = \sigma + 1,
\end{align}

(1.2)

system (1.1) can be transformed to the standard Lorenz system:

\begin{align}
\dot{X} &= \sigma (Y - X), \\
\dot{Y} &= \rho X - Y - XZ, \\
\dot{Z} &= -r Z + XY.
\end{align}

(1.3)

However, it should be noted in (1.2) that \(p\) is particularly taken as 1, and so in general the two systems (1.1) and (1.3) are not topologically equivalent. In fact, we will see in the next section that system (1.1) can have more limit cycles than that system (1.3) can. Therefore, in this paper, particular attention is paid to the original system (1.1). Note that both the extended Lorenz system (1.1) and the classical Lorenz system (1.3) are invariant under the transformation: \((x, y, z) \rightarrow (-x, -y, z)\). Hence, solution trajectories of these two systems are symmetric with the \(z\)-axis. Also, note that the \(z\)-axis (or \(Z\)-axis for the classical Lorenz system) is an invariant manifold. Trajectories starting from the \(z\)-axis (or \(Z\)-axis for the classical Lorenz system) either converge to the origin if \(a > 0\) or diverges to \(\pm \infty\) if \(a < 0\).

Hopf bifurcation for the classical Lorenz system (1.3) has been studied by many authors. In particular, Pade et al. [17] applied the center manifold theory and averaging method to prove that the Hopf bifurcation is subcritical for \(r > 0\) and \(\sigma > r + 1\). This implies that for the classical Lorenz system, only two limit cycles (with 1-1 distribution) can bifurcate from the two symmetric equilibria, which contradicts the existence of six limit cycles (with 3-3 distribution) shown in [23]. Hopf bifurcation was also considered for the Chen [8,14] and L"{u} [27,28] chaotic systems (which belong to the so called Lorenz family), but no attention was paid to multiple limit cycle bifurcations in these articles.
In the next section, we first briefly present the method of normal forms and its computation for analyzing Hopf bifurcation and multiple limit cycle bifurcation. Then, in order to make a comparison between the extended Lorenz system (1.1) and the classical Lorenz system (1.3), we applied normal form theory to consider limit cycles bifurcating in the classical Lorenz system (1.3) due to Hopf bifurcation, and our result confirms that obtained by Pade [17]. The main result for the extended Lorenz system (1.1) is then obtained by using the same normal form method, which proves the existence of six (with 3-3 distribution) limit cycles. Simulations to verify the analytical predictions are given in Section 3, and finally conclusion is drawn in Section 4.

2. Main results

2.1. Methodology

In this paper, the method of normal forms will be applied to consider systems (1.1) and (1.3). Suppose for general nonlinear dynamical system, \( \dot{x} = f(x, \mu) \), \( x \in \mathbb{R}^n \), \( \mu \in \mathbb{R}^k \), \( f(0, \mu) = 0 \) and assume the system has a Hopf critical point at \( (x, \mu) = (0, 0) \). The normal form can be obtained using computer algebra systems (e.g., see [21,22,24]) as given in polar coordinates:

\[
\begin{align*}
\dot{r} &= r (v_0 + v_1 r^2 + v_2 r^4 + \cdots + v_k r^{2k} + \cdots), \\
\dot{\theta} &= \omega_c + \tau_0 + \tau_1 r^2 + \tau_2 r^4 + \cdots + \tau_k r^{2k} + \cdots,
\end{align*}
\]  

(2.1)

where \( r \) and \( \theta \) represent the amplitude and phase of motion, respectively. \( v_k \) \( (k = 0, 1, 2, \cdots) \) is called the \( k \)th-order focus value. \( v_0 \) and \( \tau_0 \) are obtained from linear analysis. The first equation of (2.1) can be used for studying bifurcation of limit cycles and stability of bifurcating limit cycles. To find \( k \) small-amplitude limit cycles bifurcating from the origin, we first solve the \( k \) parametric equations:

\[
\begin{align*}
v_0 &= v_1 = \cdots = v_{k-1} = 0 \text{ such that } v_k \neq 0,
\end{align*}
\]

and then perform appropriate small perturbations to prove the existence of \( k \) limit cycles. The following Lemma gives sufficient conditions for proving the existence of \( k \) small-amplitude limit cycles. (The proofs can be found in [25].)

**Lemma 2.1.** Suppose that the focus values for the general dynamical system \( \dot{x} = f(x, \mu) \) are given such that \( v_j = v_j(\mu) \), \( j = 0, 1, \ldots, k \), satisfying \( v_j(\mu_c) = 0 \), \( j = 0, 1, \ldots, k-1 \), \( v_k(\mu_c) \neq 0 \) and

\[
\text{rank} \left[ \begin{array}{c}
\partial(v_0, v_1, \ldots, v_{k-1}) \\
\partial(\mu_1, \mu_2, \ldots, \mu_k)
\end{array} \right]_{\mu = \mu_c} = k.
\]

Then, for any given \( \mu \) near \( \mu_c \), the dynamical system can have at most \( k \) small limit cycles bifurcating from the origin; and for some \( \mu \) near \( \mu_c \), the system can have \( k \) limit cycles around the origin.
2.2. Limit cycle bifurcation in the classical Lorenz system (1.3)

The classical chaotic Lorenz system (1.3) has three equilibria:

\[ C_0 : (0, 0, 0), \text{ for any parameter values}, \]

\[ C_{\pm} : (\pm \sqrt{r(\rho - 1)}, \pm \sqrt{r(\rho - 1)}, \rho - 1), \text{ for } \rho \geq 1. \] (2.2)

The stability can be obtained from the Jacobian of the system evaluated at the equilibria. The characteristic polynomial for the \( C_0 \) is

\[ P_{C_0}(\lambda) = (\lambda + r)(\lambda^2 + (\sigma + 1)\lambda + (1 - \rho)\sigma). \] (2.3)

According to the physical meaning, all the parameters in (1.3) take positive values. Thus, the trivial equilibrium \( C_0 \) is asymptotically stable for \( 0 < \rho < 1 \) for which the symmetric equilibria \( C_{\pm} \) do not exist. Moreover, it can be shown using Lyapunov function that the \( C_0 \) is globally asymptotically stable for \( 0 < \rho \leq 1 \) (e.g., see [3]). When \( \rho > 1 \), the \( C_0 \) becomes unstable and the \( C_{\pm} \) exist, whose stability is determined by the following characteristic polynomial:

\[ P_{C_{\pm}}(\lambda) = \lambda^3 + (\sigma + r + 1)\lambda^2 + r(\sigma + \rho)\lambda + 2\sigma r(\rho - 1), \] (2.4)

indicating that the \( C_{\pm} \) are asymptotically stable for

\[ \rho > 1 \text{ and } (r + 1 - \sigma)\rho + (\sigma + r + 3)\sigma > 0. \] (2.5)

Therefore, the equilibria \( C_{\pm} \) are always stable for \( r + 1 - \sigma \geq 0 \). If \( \sigma > r + 1 \), there exists a Hopf critical point, defined by

\[ \rho_H = \frac{(\sigma + r + 3)\sigma}{\sigma - r - 1}, \quad (\sigma > r + 1). \] (2.6)

Then, the \( C_{\pm} \) are asymptotically stable for \( 1 < \rho < \rho_H \), and becomes unstable for \( \rho > \rho_H \). A Hopf bifurcation occurs from the \( C_{\pm} \) at \( \rho = \rho_H \).

In the following, we investigate the limit cycles bifurcating from the \( C_{\pm} \) due to Hopf bifurcation at the critical point \( \rho = \rho_H \). The maximal number of small limit cycles around each of the \( C_{\pm} \) is one. Note that when \( \rho = \rho_H \), the system still has two free parameters \( \sigma \) and \( r \), which implies that there may exist maximal 3 limit cycles around each of the \( C_{\pm} \). However, surprisingly we have the following result.

**Theorem 2.1.** When \( r > 0, \sigma > r + 1, \rho > 1 \), Hopf bifurcation can occur from the stable equilibria \( C_{\pm} \) at the critical point \( \rho = \rho_H \). The maximal number of small limit cycles around each of the \( C_{\pm} \) is one. Thus, the total maximal number of limit cycles bifurcating from the symmetric equilibria \( C_{\pm} \) is two, and the bifurcating limit cycles are unstable, i.e., the Hopf bifurcation is subcritical.

**Proof.** Suppose \( r > 0, \sigma > r + 1 \) and let \( \rho = \rho_H \). Then, introducing the transformation:

\[
\begin{pmatrix}
X \\
Y \\
Z
\end{pmatrix} = \begin{pmatrix}
\sqrt{r(\rho - 1)} \\
\sqrt{r(\rho - 1)} \\
\rho - 1
\end{pmatrix} + T_1 \begin{pmatrix}
u \\
v \\
w
\end{pmatrix},
\] (2.7)
where

\[
T_1 = \begin{bmatrix}
\sigma \frac{(r-1)}{r} \hat{T} & \frac{(r-1)^2 \omega C}{2r(\sigma^2-1)} \hat{T} & \frac{\sigma-1}{r} \hat{T} \\
\sigma \frac{(r-1)}{r} \hat{T} & \frac{(r-1)(\sigma-1)}{2r(\sigma^2-1)} \omega C \hat{T} & \frac{r+1}{r} \hat{T} \\
1 & 0 & 1
\end{bmatrix},
\]

(2.8)

with \( \hat{T} = \sqrt{r(\sigma+1)/(\sigma+r+1)/(\sigma-r-1)} \), into (1.3), we obtain the system:

\[
\begin{align*}
\dot{u} &= \omega C_{\pm} v + \sum_{i+j+k=2}^{3} A_{ijk} u^i v^j w^k, \\
\dot{v} &= -\omega C_{\pm} u + \sum_{i+j+k=2}^{3} B_{ijk} u^i v^j w^k, \\
\dot{w} &= -(\sigma + r + 1) w + \sum_{i+j+k=2}^{3} C_{ijk} u^i v^j w^k,
\end{align*}
\]

(2.9)

where \( \omega C_{\pm} = \sqrt{2\sigma r(\sigma+1)/(\sigma-r-1)} \). \( A_{ijk} \), \( B_{ijk} \) and \( C_{ijk} \) are coefficients expressed in terms of \( \sigma \) and \( r \). Let \( \sigma = r + 1 + \tilde{\sigma} \). Then \( \sigma > r + 1 \) is equivalent to \( \tilde{\sigma} > 0 \). Now applying the Maple program [24] to system (2.9) we obtain the first focus value \( v_1 \) as follows:

\[
v_1 = \frac{\tilde{\sigma}^2 (\tilde{\sigma} + r + 1)}{16(\tilde{\sigma} + r)(\sigma + r + 2)(\sigma + 2r + 2)} F_1 \bar{F}_0.
\]

where \( F_0 \) and \( F_1 \) are given by

\[
F_0 = \left[ \tilde{\sigma}^3 + 2(3r + 2)\tilde{\sigma}^2 + 2(4r^2 + 7r + 2)\tilde{\sigma} + 2r(r + 1)(r + 2) \right]^2 \\
\times \left[ 2\tilde{\sigma}^3 + (7r + 9)\tilde{\sigma}^2 + (9r^2 + 20r + 12)\tilde{\sigma} + (r + 1)(r + 2)(3r + 2) \right] \\
\times \left[ 4\tilde{\sigma}^9 + 52(r + 1)\tilde{\sigma}^8 + (325r^2 + 582r + 289)\tilde{\sigma}^7 + (1206r^3 + 3066r^2 + 2716r + 892)\tilde{\sigma}^6 \\
+ (2743r^4 + 9336r^3 + 11670r^2 + 6800r + 1660)\tilde{\sigma}^5 + (3818r^5 + 16786r^4 + 27912r^3 \\
+ 22720r^2 + 9760r + 1888)\tilde{\sigma}^4 + (3811r^6 + 17482r^5 + 37309r^4 + 39920r^3 + 23520r^2 \\
+ 7904r + 1264)\tilde{\sigma}^3 + 4(r + 1)(r + 2)(375r^5 + 1376r^4 + 1743r^3 + 986r^2 + 324r + 56)\tilde{\sigma}^2 \\
+ 4(r + 1)^2 (r + 2)^2 (89r^4 + 166r^3 + 69r^2 + 20r + 4)\tilde{\sigma} + 323^3 (r + 1)^3 (r + 2)^3 \right]^2.
\]

\[
F_1 = 4\tilde{\sigma}^{17} + 4(27r + 26)\tilde{\sigma}^{16} + (1427r^2 + 2608r + 1253)\tilde{\sigma}^{15} + (11551r^3 + 31889r^2 + 29013r \\
+ 9273)\tilde{\sigma}^{14} + (62828r^4 + 238722r^3 + 326079r^2 + 196936r + 47104)\tilde{\sigma}^{13} \\
+ (242358r^5 + 1199652r^4 + 2240085r^3 + 2018637r^2 + 910506r + 173800)\tilde{\sigma}^{12} \\
+ (687176r^6 + 4266776r^5 + 10306431r^4 + 12611736r^3 + 8434430r^2 + 3030478r \\
+ 480656)\tilde{\sigma}^{11} + (1470972r^7 + 11117378r^6 + 33425981r^5 + 52566837r^4 \\
+ 47417128r^3 + 25098194r^2 + 7481232r + 1013232)\tilde{\sigma}^{10} \\
+ (24302458r^8 + 21749170r^7 + 78924719r^6 + 153489738r^5 + 176826526r^4 \\
+ 125364038r^3 + 54683844r^2 + 13903032r + 1638912)\tilde{\sigma}^9 \\
+ (3154149r^9 + 32524303r^8 + 138601237r^7 + 32326785r^6 + 457910872r^5 \\
+ 412045718r^4 + 228969280r^3 + 88295040r^2 + 19529664r + 2030336)\tilde{\sigma}^8 \\
+ (3247504r^{10} + 37579700r^9 + 183373802r^8 + 499553970r^7 + 844428866r^6
\]
It is obvious that for \( r > 0 \) and \( \tilde{\sigma} > 0 \), \( F_0 > 0 \) and \( F_1 > 0 \), and so \( v_1 > 0 \) for \( r > 0 \) and \( \sigma > r + 1 \), implying that the Hopf bifurcation is subcritical and the bifurcating limit cycle is unstable.

This completes the proof of Theorem 2.1. \( \square \)

Theorem 2.1 confirms the result obtained by Pade et al. [17].

2.3. Stability and bifurcation of equilibria of the extended Lorenz system (1.1)

Now, we study the extended Lorenz system (1.1). First, it is easy to find that this system also has three equilibria, given by

\[
E_0 : (0, 0, 0), \text{ for any parameter values,}
\]

\[
E_{\pm} : \left( \pm \sqrt{\frac{am}{ap+bm}}, 0, \frac{bm}{ap+bm} \right), \text{ for } \frac{am}{ap+bm} \geq 0 \text{ and } ap+bm \neq 0. \quad (2.10)
\]

The stability of the equilibria is determined by the Jacobian of the system,

\[
J(x, y, z) = \begin{bmatrix}
0 & 1 & 0 \\
\frac{m - mz - 3px^2 - n - mx}{2bx} & 0 & -a \\
0 & 2
\end{bmatrix}.
\]

(2.11)

Thus, evaluating \( J \) at the \( E_0 \) gives

\[
J(E_0) = \begin{bmatrix}
0 & 1 & 0 \\
m - n & 0 & -a \\
0 & 0 & -a
\end{bmatrix},
\]

(2.12)

which yields the characteristic polynomial:

\[
P_{E_0}(\lambda) = (\lambda + a)(\lambda^2 + n\lambda - m) = \lambda^3 + (a + n)\lambda^2 + (an - m)\lambda - am,
\]

(2.13)
indicating that the $E_0$, which exists for any real parameter values, is asymptotically stable if
\[ a > 0, \quad m < 0 \quad \text{and} \quad n > 0. \tag{2.14} \]
Note that when $a < 0$, $P_{E_0}(\lambda)$ has a positive eigenvalue, implying that even a stable limit cycle, embedded in a two-dimensional center manifold, would be actually unstable in the whole system. Since in this paper attention is focused on Hopf bifurcation, we will assume $a > 0$ when we explore Hopf bifurcation from the equilibrium $E_0$.

Similarly, evaluating $J$ at the $E_{\pm}$ results in
\[
J(E_{\pm}) = \begin{bmatrix}
0 & 1 & 0 \\
-\frac{2mp}{ap+bm} & -n + m\sqrt{\frac{am}{ap+bm}} & 0 \\
\pm 2b \sqrt{\frac{am}{ap+bm}} & 0 & -a
\end{bmatrix},
\tag{2.15}
\]
which in turn gives the characteristic polynomial:
\[
P_{E_{\pm}}(\lambda) = \lambda^3 + (a+n)\lambda^2 + a(n + \frac{2mp}{ap+bm}) \lambda + 2am, \tag{2.16}
\]
implying that the $E_{\pm}$ are asymptotically stable if the following conditions hold:
\[
am > 0, \quad a + n > 0 \quad \text{and} \quad a[(a + n)(n + \frac{2mp}{ap+bm}) - 2m] > 0. \tag{2.17}
\]
Note that stable $E_{\pm}$ can exist for both $a > 0$ and $a < 0$, described as follows: $E_{\pm}$ are asymptotically stable when
\[
a > 0, m > 0, a + n > 0, \quad \text{Case I:} \quad b > -\frac{n}{m} p, \quad \text{if} \quad 0 < m < \frac{1}{2}(a+n)n, \ n > 0;
\]
\[
a > 0, m > 0, a + n > 0, \quad \text{Case II:} \quad -\frac{n}{m} p < b \leq \left[ -\frac{2(a+n)}{2m-(a+n)n} - \frac{n}{m} \right] p, \ p > 0, \quad \text{if} \quad m \geq \max \{ 0, \frac{1}{2}(a+n)n \};
\]
\[
a < 0, m < 0, a + n > 0, \quad \text{Case III:} \quad \left[ -\frac{2(a+n)}{2m-(a+n)n} - \frac{n}{m} \right] p \leq b < -\frac{n}{m} p, \ p > 0, \quad \text{if} \quad m \leq \max \{ 0, \frac{1}{2}(a+n)n \}. \tag{2.18}
\]
Firstly, it is easy to see by comparing the equations (2.13) and (2.16) that there exists a pitchfork bifurcation between the $E_0$ and $E_{\pm}$ at the critical point, defined by $am = 0$.

Secondly, we consider possible Hopf bifurcations arising from the equilibria $E_0$ and $E_{\pm}$. For the $E_0$, it is straightforward to find the Hopf critical point at $n = 0$ ($a > 0$, $m < 0$) with the critical frequency $\omega_{E_0} = \sqrt{-m}$ ($m < 0$). Next, consider Hopf bifurcation from the $E_{\pm}$. It can be shown that Hopf bifurcation can occur from the $E_{\pm}$ if the following condition holds:
\[
p = p_H \equiv \frac{b}{\frac{2(a+n)}{2m-(a+n)n} - \frac{n}{m}}, \quad \text{with} \quad \omega_{E_{\pm}} = \sqrt{\frac{2am}{a+n}}, \tag{2.19}
\]
at which the third eigenvalue is $-(a+n) < 0$. It is obvious that $am > 0$.

Now we investigate if Hopf bifurcations can occur simultaneously from the $E_0$ and $E_{\pm}$. It is easy to see that a necessary condition for a Hopf bifurcation to
occur from the $E_0$ is $n = 0$ and then the characteristic polynomial become $\hat{P}_{E_0} = (\lambda + a)(\lambda^2 - m)$. With $n = 0$, the characteristic polynomial for the $E_{\pm}$ becomes $P_{E_{\pm}} = \lambda^3 + a\lambda^2 + \frac{2am}{ap+bm} \lambda + 2am$. In order to have Hopf bifurcation from the $E_{\pm}$, the condition $bm = 0$ must be satisfied, i.e., $b = 0$. Thus, $P_{E_{\pm}}$ is reduced to $\hat{P}_{E_{\pm}} = (\lambda + a)(\lambda^2 + 2m)$. It follows from $\hat{P}_{E_0}$ and $\hat{P}_{E_{\pm}}$ that it is impossible to have Hopf bifurcations simultaneously from the $E_0$ and $E_{\pm}$.

Summarizing the above results and discussions leads to the following theorem.

**Theorem 2.2.** When $a > 0$, $m < 0$, system (1.1) can have Hopf bifurcation from the equilibrium $E_0$ at the critical point $n = 0$. When $am > 0$, $a + n > 0$, Hopf bifurcation can happen from the symmetric equilibria $E_{\pm}$ at the critical point $p = p_H$. It is not possible to have Hopf bifurcations arising simultaneously from the $E_0$ and $E_{\pm}$.

Local bifurcations in system (1.1) have been recently studied in detail by Zhou [29], obtaining some results. In particular it is shown that one limit cycle bifurcates from each of the two symmetric equilibria $E_{\pm}$.

### 2.4. Limit cycle bifurcating from the $E_0$ of the extended Lorenz system (1.1)

We first consider Hopf bifurcation from the stable equilibrium $E_0$ when $a > 0$, $m < 0$ and $n > 0$. We have the following result.

**Theorem 2.3.** When $a > 0$, $m < 0$, system (1.1) has a Hopf bifurcation from the equilibrium $E_0$ at the critical point $n = n_H = 0$, and the Hopf bifurcation is supercritical (subcritical) if $b > 0$ ($b < 0$), leading to one stable (unstable) limit cycle near the $E_0$. For this case, no Hopf bifurcation can simultaneously appear from the equilibria $E_{\pm}$.

**Proof.** Hopf bifurcation occurs at the critical point $n = n_H = 0$ at which the system has a pair of purely imaginary eigenvalues $\lambda_{1,2} = i\omega_{E_0} = i \sqrt{-m}$ and one real eigenvalue $\lambda_3 = -a$. Introducing the transformation $y \to \sqrt{-m}y$ into (1.1) and then applying the Maple program [24] to the resulting system we obtain the following focus values:

\[
\begin{align*}
v_1 &= \frac{bm}{4(a^4-4m)}, \\
v_2 &= \frac{b}{16a(a^4-4m)}\left[bm(a^4-24ma^2+48m^2) + ap(a^2-4m)(a^2-16m)\right], \\
v_3 &= -\frac{b}{4096a^2(a^2-4m)^3(a^2-16m)}\left[b^2m^2(2883584m^5 - 3306496m^4p^2 + 1241152m^3p^4 \\
&\quad\quad - 151856m^2p^6 + 9548mp^8 - 269p^{10}) - 2bmap(a^2-4m)(802816m^4 - 612864m^3a^2 \right.
\quad\quad + 99152m^2a^4 - 8168ma^6 + 269a^8) + a^2p^2(a^2-4m)^2(256256m^3 - 59856m^2a^2 \\
&\quad\quad + 6936ma^4 - 269a^6)\right],
\end{align*}
\]

which show that when $b = 0$, $v_1 = v_2 = v_3 = \cdots = 0$. Thus, for $b \neq 0$, $v_1 \neq 0$, which implies that if a Hopf bifurcation occurs from the $E_0$, there is only one limit
cycle bifurcating from the $E_0$, and it is stable (unstable) for $b > 0$ ($b < 0$). It should be noted that the parameter $p$ does not appear in the first focus value $v_1$, but in higher order focus values.

2.5. Limit cycles bifurcating from the $E_\pm$ of the extended Lorenz system (1.1)

Now, we turn to Hopf bifurcation which emerges from the equilibria $E_\pm$. Since the two equilibria are symmetric with the $z$-axis, we only need to consider one of them. We have the following result.

**Theorem 2.4.** When $am > 0$, $a + n > 0$, Hopf bifurcation can happen from the $E_\pm$ at the critical point $p = p_H$. The maximal number of small limit cycles near the $E_+$ or $E_-$ can reach three with outer one being either stable or unstable. Thus, the total maximal number of limit cycles bifurcating from the symmetric equilibria $E_\pm$ is 6.

**Proof.** Suppose $am > 0$ and $a + n > 0$. Then at the critical point $p = p_H$, Hopf bifurcation can occur from the $E_\pm$. Introducing the transformation:

$$
\begin{pmatrix}
x \\
y \\
z
\end{pmatrix} = \begin{pmatrix}
\sqrt{\frac{am}{ap+bm}} \\
0 \\
\frac{bm}{ap+bm}
\end{pmatrix} + T_2 \begin{pmatrix}
u \\
v \\
w
\end{pmatrix}, \tag{2.21}
$$

where

$$T_2 = \begin{bmatrix}
\frac{m\sqrt{a+n}}{\sqrt{2}m} & \frac{m\sqrt{am}}{an} & \frac{m\sqrt{(a+n)}}{\sqrt{2}a} \\
\frac{\sqrt{2}am}{n\sqrt{a+n}} & \frac{m\sqrt{am}}{n} & \frac{m(a+n)\sqrt{a+n}}{\sqrt{2}a} \\
1 & 0 & 1
\end{bmatrix} \tag{2.22}
$$

with $T = \sqrt{am/[bm(2m + a^2 + an)]}$, into (1.1), we obtain the system:

$$
\begin{align*}
\dot{u} &= \omega_{E_\pm} v + \sum_{i+j+k=2}^3 a_{ijk} u^i v^j w^k, \\
\dot{v} &= -\omega_{E_\pm} u + \sum_{i+j+k=2}^3 b_{ijk} u^i v^j w^k, \\
\dot{w} &= -(a + n) w + \sum_{i+j+k=2}^3 c_{ijk} u^i v^j w^k, \tag{2.23}
\end{align*}
$$

where $a_{ijk}$, $b_{ijk}$ and $c_{ijk}$ are coefficients given in terms of $a$, $m$ and $n$. Note that $b$ does not appear in these expressions. Now applying the Maple program [24] to system (2.23) we obtain the following focus values:

$$
\begin{align*}
v_1 &= \frac{(a+n)m^2 F_1}{8a^2[(2m+a^2+an)^2[(a+n)^3+2am][(a+n)^3+8am]}], \\
v_2 &= \frac{(a+n)m^3 F_2}{1152a^3[(2m+a^2+an)^3[(a+n)^3+18am][(a+n)^3+2am][(a+n)^3+8am]^3]} , \\
v_3 &= \frac{(a+n)m^4 F_3}{10616832a^4n^4[(2m+a^2+an)^4[(a+n)^3+32am][(a+n)^3+18am][(a+n)^3+2am][(a+n)^3+8am]^5]},
\end{align*}
$$

where

$$F_1 = 16an(3a+5n)m^3 + 2(a+n)(3a^3 - 27a^2 n + 5an^2 + 3n^3) m^2$$
\[ F_2 = 2654208a^6(27a^2 + 104an + 41n^2) m^{10} + 36864a^5(a+n)(2349a^4 + 6134a^3n + 13796a^2n^2 + 314a^3 + 895a^2 + 512a(a+n)(56349a^6 - 260892a^5n + 465033a^4n^2 + 963848a^3n^3 + 572995a^2n^4 + 131700an + 20915n^6) m^8 - 64a^2(a+n)^4(13689a^8 + 3129882n^7 m + 4749174a^6n^2 + 2066a^4n^3 - 4883240a^4n^4 - 3867366a^3n^5 - 1080214a^2n^6 - 13268a^1n^7 - 40881n^8) m^7 - 32a(a+n)^4(5879a^{10} + 2799513a^9n + 10139175a^8n^2 + 1193198a^7n^3 + 3813688a^6n^4 - 3403896a^5n^5 - 429454a^4n^6 - 2108918a^3n^7 - 314283a^2n^8 - 15681an^9 - 6975n^{10}) m^6 - 16a(a+n)^6(20682a^{11} + 1405872a^{10}n + 7828005a^9n^2 + 12922778a^8n^3 + 8412523a^7n^4 + 989849a^6n^5 - 1619143a^5n^6 - 1033043a^4n^7 - 510169a^3n^8 - 40925a^2n^9 + 2822a^{10} - 371n^{11} m^5 - 8(a+n)^8(2835a^{12} + 421623a^{11}n + 2983311a^{10}n^2 + 7735180a^9n^3 + 8038629a^8n^4 + 3319151a^7n^5 + 100708a^6n^6 - 374829a^5n^7 - 40603a^4n^8 - 51862a^3n^9 - 2919a^2n^{10} + 433a^{11} - 9n^{12}) m^4 - 4(a+n)^{11} (+135a^{11} + 77202a^{10}n + 406565a^9n^2 + 1508069a^8n^3 + 1835253a^7n^4 + 680325a^6n^5 + 109244a^5n^6 - 56790a^4n^7 + 1344a^3n^8 - 695a^2n^9 - 144an^{10} + 9n^{11}) m^3 - 2an(a+n)^{14}(8280a^8 + 6027a^7n + 102829a^6n^2 + 245463a^5n^3 + 66072a^4n^4 + 21427a^3n^5 - 4059a^2n^6 + 717an^7 + 96n^8) m^2 - a^2(n+a)^{17}(360a^6 - 3123a^5 - 3496a^4n^2 + 14928a^3n^3 + 220a^2n^4 + 1113an^5 + 30n^6)m - 2a^3n^2(a+n)^{20}(54a^5 + 95a^2n - 45an^2 - 6n^3).}

Next, eliminating \( m \) from the two equations \( F_1 = 0 \) and \( F_2 = 0 \) yields a solution

\[ m = m(a,n) = \frac{n_x(a,n)}{m_y(a,n)} a^2, \]

where

\[\begin{align*}
N &= -145118822400a^{39} + 8420297074713a^{38} + 1937334345180876a^{37}n^2 + 136155571646782572a^{36}n^3 + 319479880575939998a^{35}n^4 + 35966616792047795259a^{34}n^5 + 221922136598323411602a^{33}n^6 + 753875689130289285408a^{32}n^7 + 1036143752291928742968a^{31}n^8 - 150585209404225275492a^{30}n^9 - 7521991071123630239260a^{29}n^{10} - 8211091338516468330576a^{28}n^{11} + 566091343409469046418a^{27}n^{12} + 23970970622556646831684a^{26}n^{13} + 25564393293896780396280a^{25}n^{14} + 6380816427649337371056a^{24}n^{15} - 1624749684136271214922a^{23}n^{16} - 2478444020655221854746a^{22}n^{17} - 17697669884949051920056a^{21}n^{18} - 54103719966977708143128a^{20}n^{19} + 2826476114555371738784a^{19}n^{20} + 5041918024385859706450a^{18}n^{21} + 3842602497120806887244a^{17}n^{22} + 202941764846590252752a^{16}n^{23} + 817437059125802945640a^{15}n^{24} + 25616848766271444850a^{14}n^{25} + 5990163469278638928a^{13}n^{26} + 834982077236049758a^{12}n^{27} - 483550144879369448a^{11}n^{28} - 617779803879041660a^{10}n^{29} - 13416945772099576a^9n^30 + 7248773523758524a^8n^31 + 1131895525747524a^7n^32 + 2935000684022825a^6n^33 + 360376751146188a^5n^34 + 147968156063148a^4n^35 - 138138134072a^3n^36 - 17718630981a^2n^37 - 5150585614an^38 + 45632400a^39,\end{align*}\]
m_D = 67667496750a^{39} - 36061005790854a^{38}n - 46790439207463134a^{37}n^2 
- 25384212754117013008a^{36}n^3 - 48223641820969423656a^{35}n^4 
- 41333052061712086079a^{34}n^5 - 169247889914991002658a^{33}n^6 
- 2439292211384651284140a^{32}n^7 - 5495797103271334388a^{31}n^8 
+ 1888474868577419168876a^{30}n^9 + 637144596804918851860a^{29}n^{10} 
- 267785893184592236764a^{28}n^{11} - 40499512412818302834300a^{27}n^{12} 
- 1885892578570102412040a^{26}n^{13} + 1573386729432892580568a^{25}n^{14} 
+ 32553913767377587178004a^{24}n^{15} + 24729482183615989049616a^{23}n^{16} 
+ 7853263895059354960704a^{22}n^{17} - 3568017877172945296584a^{21}n^{18} 
- 63428346247556586556a^{20}n^{19} - 4519243537029378496868a^{19}n^{20} 
- 221452702816245220828a^{18}n^{21} - 875690247220749540544a^{17}n^{22} 
- 324155198630463781380a^{16}n^{23} - 120634849402019381716a^{15}n^{24} 
- 38301803045734434476a^{14}n^{25} - 5803329993294537460a^{13}n^{26} 
+ 2400862034147721580a^{12}n^{27} + 1968084634574524308a^{11}n^{28} 
+ 604420369610938924a^{10}n^{29} + 54352478959614300a^9n^{30} 
- 2694509048104025a^8n^{31} - 11971332115482078a^7n^{32} - 2278682250361402a^6n^{33} 
- 217136364420986a^5n^{34} - 46304224906084a^4n^{35} + 1081216070812a^3n^{36} 
+ 100863436964a^2n^{37} + 2547730482an^{38} - 20078256n^{39},

and a resultant:

\[ R_{12} = an(a^2 - n^2)(9a^2 - n^2) R_{12a}(a, n), \]

where

\[ R_{12a} = 6643012500a^{39} + 680229717750a^{38}n + 27941732823690a^{37}n^2 
+ 243031205836926a^{36}n^3 - 3870453629582919a^{35}n^4 - 11387211697314464a^{34}n^5 
- 145597799249345657a^{33}n^6 - 11758763677939125183a^{32}n^7 
- 60379986399148486539a^{31}n^8 - 185562327261637229499a^{30}n^9 
- 25592086219460121181a^{29}n^{10} + 170096166521643359151a^{28}n^{11} 
+ 86680158035485388307a^{27}n^{12} - 4399245797366279081a^{26}n^{13} 
- 5677778080742194310427a^{25}n^{14} - 11389406414366813626071a^{24}n^{15} 
- 1035594515080557593491a^{23}n^{16} - 630178930185349725103a^{22}n^{17} 
+ 1083637357623110604695a^{21}n^{18} + 15529587744820914224779a^{20}n^{19} 
+ 1164034664825923686957a^{19}n^{20} + 4032060514054361867623a^{18}n^{21} 
- 1739954990466126836941a^{17}n^{22} - 3684240222010387596117a^{16}n^{23} 
- 3018923218712379290201a^{15}n^{24} + 16644871295935048745145a^{14}n^{25} 
- 676739015136631807183a^{13}n^{26} - 206171492683005777099a^{12}n^{27} 
- 46077050825831523567a^{11}n^{28} - 7014722324887267571a^{10}n^{29} 
+ 549115344386489281a^9n^{30} + 32275782378192731a^8n^{31} 
+ 15305158135364835a^7n^{32} + 1973401335496141a^6n^{33} 
+ 10794455360187a^5n^{34} - 2587735411437a^4n^{35} - 775708992674a^3n^{36} \]
which is a 39th-degree homogeneous polynomial in $a$ and $n$. It is easy to show that setting $n(a^2 - n^2)(9a^2 - n^2) = 0$ yields the $E_{\pm}$ being saddle points. Therefore, it is not possible to find solutions such that $v_1 = v_2 = v_3 = 0$, and so four limit cycles cannot coexist. The next best possibility is to find three limit cycles, which can be obtained by solving the equation $R_{12a} = 0$. Letting $n = Na$ and then solving $R_{12a} = 0$ for $N \neq 0$ yields 11 real solutions, and then using the solution $m(a, n)$ we obtain the following 11 solutions:

$$(m, n) = (0.007147 \cdots a^2 - 0.570923 \cdots a, \quad 0.021999 \cdots a^2 - 1.392097 \cdots a),$$

$$(0.804329 \cdots a^2 - 2.361528 \cdots a, \quad 1.922924 \cdots a^2 + 0.961226 \cdots a),$$

$$(12829.627127 \cdots a^2 + 160.256166 \cdots a),$$

$$(-300.180082 \cdots a^2 + 13.507367 \cdots a, \quad -2.918811 \cdots a^2 - 15.268853 \cdots a),$$

$$(-1.323394 \cdots a^2 + 8.439914 \cdots a, \quad -0.569859 \cdots a^2 + 1.250380 \cdots a),$$

$$(-0.370621 \cdots a^2 - 0.453226 \cdots a, \quad -0.065623 \cdots a^2 + 0.056199 \cdots a).$$

It is easy to use the conditions $am > 0$ and $a + n > 0$ to verify that only the 4th, 5th and 7th solutions are feasible solutions, that is, the feasible three solutions are the following ones, satisfying $v_1 = v_2 = 0$:

$$a > 0: \begin{cases} S_1 = (1.922924 \cdots a^2 + 0.961226 \cdots a : v_3 = 0.0178165052 \cdots a > 0, \\ S_2 = (12829.62 \cdots a^2 + 160.256166 \cdots a : v_3 = -3.1288470830 \cdots a < 0. \\ a < 0: \quad S_3 = (-2.9188 \cdots a^2 - 15.26885 \cdots a : v_3 = 0.0000008598 \cdots a < 0. \end{cases}$$

(2.24)

The above results indicate that the stability of the three limit cycles can be different since the outer one can be either stable or unstable. It follows from (2.18) that the first solution $S_1$ belongs to Case II, the second solution $S_2$ belongs to Case I, and the last solution $S_3$ belongs to Case III. Further, a direct calculation shows that

$$\frac{\partial(v_1, v_2)}{\partial(m, n)} = \begin{cases} \frac{0.1597421584 \cdots}{a} \times 10^{-7}, \text{for solution } S_1, \\ \frac{0.1245322791 \cdots}{a} \times 10^{-5}, \text{for solution } S_2, \\ \frac{0.1739537197 \cdots}{a} \times 10^{-8}, \text{for solution } S_3 \end{cases} \neq 0,$$

which implies that three limit cycles can be obtained near each of the two symmetric equilibria $E_{\pm}$ by perturbing the parameters $p$, $m$ and $n$, while $a$ and $b$ can be chosen arbitrarily according to the conditions given in (2.18).

The proof of Theorem 2.4 is complete.

3. Simulation of limit cycles

In this section, we present several numerical examples to illustrate the theoretical results obtained in previous sections for the standard Lorenz system (1.3) and the extended Lorenz system (1.1). The simulations are obtained by using the Matlab software package with ODE45 (2017 version).
3.1. Two unstable limit cycles near the \( C_\pm \) of the Lorenz system (1.3)

We take the parameter values, which are usually used in the literature for finding the butterfly chaotic attractor of system (1.3) (e.g., see [3]), given by \( \sigma = 10, r = \frac{8}{3} \), for which \( \rho_H = 24.14 \). At this critical point, the non-zero equilibria are given by

\[
C_\pm: \quad (X, Y, Z) = (\pm 7.956019458, \pm 7.956019458, 23.73684211).
\]

For the above critical parameter values, the first focus value is \( v_1 \approx 0.0010804123 \). In order to find the small-amplitude (unstable) limit cycle, we need to find \( v_0 \) such that \( 0 < -v_0 \ll v_1 \). \( v_0 \) can be obtained from a linear analysis, which is actually the read part of the complex conjugate eigenvalue of the Jacobian of system (1.3).

To achieve this, we perturb \( \rho \) from \( \rho_H \) to \( \rho = \rho_H - \frac{1}{100} = \frac{46981}{1900} \). Then, a direct computation shows that the eigenvalues of the Jacobian of system (1.3) are

\[
\lambda_{1,2} = -0.0003022716 \pm 9.6227153375 i \quad \text{and} \quad \lambda_3 = -13.6660621236,
\]

showing that \( v_0 = -0.0003022716 \). Therefore, the truncated normal form up to third order, given by

\[
\dot{r} = v_0 r + v_1 r^3 = -0.0003022716 r + 0.0010804123 r^3,
\]

has a positive solution, \( r = 0.5289369236 \), which approximates the amplitude of the (unstable) limit cycle. The simulation is shown in Figure 1, where two trajectories starting from two different initial conditions chosen near the equilibria \( C_\pm \), diverge to the well-known Lorenz butterfly chaotic attractor.

![Figure 1](image)

**Figure 1.** Simulation of the Lorenz system (1.3), showing coexistence of the unstable limit cycles around the symmetric equilibria \( C_\pm \) and the butterfly chaotic attractor, for \( \sigma = 10, r = \frac{8}{3} \) and \( \rho = \frac{46981}{1900} \) with the initial points.

It can be seen from Figure 1 that the trajectory starting from the initial point near the equilibrium \( C_+ \) frequently visits the area near the unstable limit cycle around the equilibrium \( C_- \), as shown in Figure 1(a). Similar situation happens when the initial point is chosen near the equilibrium \( C_- \). This shows coexistence of unstable limit cycles and the butterfly chaotic attractor.
3.2. Limit cycle bifurcations in the extended Lorenz system (1.1)

We now turn to the extended Lorenz system (1.1). First, we consider the limit cycle bifurcation from the $E_0$ (the origin), and then from the symmetric equilibria $E_{\pm}$.

### 3.2.1. One limit cycle around the $E_0$

It has been shown that only one limit cycle exists near the $E_0$ due to Hopf bifurcation and its stability depends upon the sign of $b$. We choose $m = -1$ and $a = 1$. Then choosing $b = \frac{1}{2}$, we obtain $v_1 = -\frac{1}{40}$, indicating that the limit cycle is stable. In order to have this small-amplitude limit cycle, we need $0 < v_0 \ll -v_1$. Similar to the discussion given in Section 3.1 for the Lorenz system (1.3), we may let $n = -\frac{1}{20}$, which yields the eigenvalues of the linearized system as

$$\lambda_{1,2} = \frac{1}{40} \pm i \frac{\sqrt{599}}{40}, \quad \lambda_3 = -1,$$

and so $v_0 = \frac{1}{40}$. Thus, the truncated normal form is

$$\dot{r} = v_0 r + v_1 r^3 = \frac{1}{40} r - \frac{1}{40} r^3$$

which gives the approximation of the stable limit cycle $r = 1$, as shown in Figure 2(a).

If we change $b$ from $\frac{1}{2}$ to $-\frac{1}{2}$, then we obtain $v_1 = \frac{1}{40}$. Further, let $n = \frac{1}{20}$. Then, $v_0 = -\frac{1}{40}$, yielding the same approximation of limit cycle $r = 1$. However, this limit cycle is unstable, as shown in Figure 2(b). It is noted that the unstable limit cycle, shown in Figure 2(b) with negative $z$, seems symmetric to the stable one, shown in Figure 2(a) with positive $z$. Actually, if we change $(x, y, z) \rightarrow (-x, -y, -z)$ and $(n, b) \rightarrow (-n, -b)$, we obtain the following system:

\begin{align*}
\dot{x} &= y, \\
\dot{y} &= mx + ny + mxz - px^3, \\
\dot{z} &= -az + bx^2.
\end{align*}

System (3.1) has an unstable limit cycle, as shown in Figure 2(c), which is exactly symmetric to the one given in Figure 2(b). The attracting region of the stable equilibrium $(0,0,0)$ is actually quite large. When the initial point is chosen as $(x, y, z) = (-0.9, -2, -100)$, as shown in Figure 2(d), the trajectory converges to the origin via the manifold containing the unstable limit cycle. It is seen from Figures 2(b) and (d) that these two diagrams show almost exactly the same trajectory near the origin, but the one given in Figure 2(d) has more part on the manifold since the initial point is much far away than the one depicted in Figure 2(b). Also note that the equilibria $E_{\pm}$ do not exist for the above chosen parameter values. Therefore, for these parameter values, if the initial point is not chosen from the attracting region, the trajectory will diverge to infinity.
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(a) for system (1.1) with \( n = -\frac{1}{20} \) and \( b = \frac{1}{2} \) and the initial point \((x, y, z) = (0.01, 0.01, 0.01)\), a stable limit cycle exists

(b) for system (1.1) with \( n = -\frac{1}{20} \) and \( b = \frac{1}{2} \) and the initial point \((x, y, z) = (-0.5, -1.3, 0.2)\), an unstable limit cycle appears

(c) for system (3.1) which is symmetric with system (1.1) under \((x, y, z) \rightarrow (-x, -y, -z)\) and \((n, b) \rightarrow (-n, -b)\), an unstable limit cycle exists, which is symmetric with the one shown in (b)

(d) for system (1.1) with \( n = 1 \) and \( b = -\frac{1}{2} \) and the initial point \((x, y, z) = (-0.9, -2, -100)\), an unstable limit cycle appears

Figure 2. Simulation of the extended Lorenz system when \( m = -1 \) and \( p = a = 1 \).

3.2.2. Six limit cycles around the \( E_{\pm} \)

Finally, we present simulation for the six limit cycles, with three around each of the equilibria \( E_{\pm} \). According to the solutions classified in (2.24), we have three sets of solutions. We will give one simulation for each case.

**Case S1.** We take \( a = 1 \), for which \( v_3 = 0.0178165052 \cdots > 0 \) and \( v_0 = v_1 = v_2 = 0 \). This indicates that the largest small-amplitude limit cycle is unstable. Then, we perturb \((m, n) = (1.9229244660, 0.96122637340)\) to \((m, n) = (1.8858259631, 0.9423396437)\) under which \( 0 < v_1 < -v_2 \ll v_3 \). More precisely, we obtain the following new focus values:

\[
v_1 \approx 0.0000106149, \quad v_2 \approx -0.0009994525, \quad v_3 \approx 0.0164962448, \\
v_4 \approx 0.0564177682, \quad v_5 \approx 0.1683022855.
\]

Further, without loss of generality, we set \( b = 0.5 \). Under the above chosen parameter values, we finally perturb \( p \) from \( p_H = 0.3399531456 \) to \( p = 0.3399531956 \) so that \( v_0 \approx -0.0000000184 \) for which the equilibria \( E_{\pm} = (\pm 1.2124396423, 0, 0.7350049431) \). Then, the truncated 7th-order normal form is given by

\[
\dot{r} = v_0r + v_1r^3 + v_2r^5 + v_3r^7 \\
= -0.0000000184r + 0.0000106149r^3 - 0.0009994525r^5 + 0.0164962448r^7,
\]
which has three positive roots:

\[ r_1 \approx 0.046424, \quad r_2 \approx 0.104346, \quad r_3 \approx 0.217934. \]

(a) from the initial points: \((x, y, z) = (1.2124, 0, 0.735)\) (trajectory in blue color) and \((x, y, z) = (1.2124, 0.001, 0.735)\) (trajectory in red color)

(b) a different projection of (a) showing an almost plane shape of the center manifold embedding the limit cycles

(c) two trajectories starting from the initial points: \((x, y, z) = (2, 0, 1)\) and \((-2, 0, -4)\) converge to the stable limit cycle

(d) a different projection of (c) showing an almost plane shape of the center manifold

**Figure 3.** Simulated trajectories of the extended Lorenz system when \(a = 1, m = 1.8858259631, n = 0.942396437, b = 0.5\) and \(p = 0.3399531956\), showing convergence to the stable limit cycle.

In order to see if higher order focus values affect the solution of the roots, we add two additional higher-order terms to the above truncated normal form to obtain the 11th-order normal form:

\[
\dot{r} = v_0 r + v_1 r^3 + v_2 r^5 + v_3 r^7 + v_4 r^9 + v_5 r^{11}
\]

\[
= -0.0000000184r + 0.0000106149r^3 - 0.0009994525r^5 + 0.0164962448r^7 + 0.0564177682r^9 + 0.1683022855r^{11},
\]

which again has three positive roots:

\[ r_1 \approx 0.046360, \quad r_2 \approx 0.105140, \quad r_3 \approx 0.197517. \]

It is seen that these three roots are quite close to that obtained from the 7th-order normal form, indicating that these approximations of the amplitudes of the three small-amplitude limit cycles are robust.
Simulation for this case are depicted in Figure 3, which only shows the limit cycles around the equilibrium $E_+$ since $E_-$ is symmetric to $E_+$. In Figure 3(a), two very close initial points: $(x, y, z) = (1.2124, 0, 0.735)$ and $(1.2124, 0.0001, 0.735)$ are chosen to perform the simulation. It is seen from Figure 3(a) that the trajectory starting from the second initial point (in red color) converge to the stable limit cycle, while the trajectory starting from the first initial point (in blue color) first approaches the stable limit cycle, and then jumps to outside of the stable limit cycle and continues to expand out. It is expected that the blue trajectory inside the red trajectory should approach the red trajectory (the stable limit cycle), but the sudden jump may be due to numerical accumulation error. However, the outside blue trajectory shows an unstable limit cycle which exists between the red trajectory and the outside blue trajectory. Since $E_+$ is stable, there must exist an unstable limit cycle between the $E_+$ and the stable limit cycle, which is located on the center manifold and very close to the equilibrium $E_+$. A projection taken in a difference angle, depicted in Figure 3(b), shows that the center manifold near the equilibrium $E_+$ is almost a plane. Since higher-order focus values are positive (verified up to the term $r^7$), there must exist an unstable limit cycle outside the stable one. Moreover, two trajectories shown in Figures 3(c) and (d), starting respectively from the initial points: $(x, y, z) = (2, 0, 1)$ and $(-2, 0, -4)$, indicate that other trajectories converge to the stable limit cycle.

**Case S$_2$.** We choose $a = 0.005$, which gives $v_3 = -0.0156442354 \cdots < 0$ and $v_0 = v_1 = v_2 = 0$. This implies that the largest small-amplitude limit cycle is stable. Then, we perturb $(m, n) = (0.3207406782, 0.8012808319)$ to $(m, n) = (0.1658993054, 0.5762527391)$ for which the focus values become

$$v_1 \approx -0.4253389437 \times 10^{-5}, \quad v_2 \approx 0.4413506704 \times 10^{-3}, \quad v_3 \approx -0.6084976817 \times 10^{-2},$$

$$v_4 \approx -0.1158033372, \quad v_5 \approx -1.541745839.$$

Again we set $b = 0.5$. Under these chosen parameter values, we finally perturb $p$ from $p_H = -0.0013546668$ to $p = -0.0013551358$ so that $v_0 \approx 0.8002492701 \times 10^{-8}$ for which the equilibria $E_{\pm} = (\pm0.1000040844, 0, 1.0000816909)$. Then, the truncated 7th-order normal form is given by

$$\dot{r} = v_0 r + v_1 r^3 + v_2 r^5 + v_3 r^7 = 0.8002492701 \times 10^{-8} r - 0.4253389437 \times 10^{-5} r^3$$

$$+ 0.4413506704 \times 10^{-3} r^5 - 0.6084976817 \times 10^{-2} r^7,$$

which has three positive roots:

$$r_1 \approx 0.050150, \quad r_2 \approx 0.092197, \quad r_3 \approx 0.248024.$$

When higher order focus values $v_4$ and $v_5$ are added to the above truncated normal form, we obtain

$$\dot{r} = v_0 r + v_1 r^3 + v_2 r^5 + v_3 r^7 + v_4 r^9 + v_5 r^{11}$$

$$= 0.8002492701 \times 10^{-8} r - 0.4253389437 \times 10^{-5} r^3$$

$$+ 0.4413506704 \times 10^{-3} r^5 - 0.6084976817 \times 10^{-2} r^7 - 0.1158033372 r^9 + 1.5417458391 r^{11},$$

which again has three positive roots:

$$r_1 \approx 0.050128, \quad r_2 \approx 0.094327, \quad r_3 \approx 0.168516.$$
It is seen that the first two roots are very close to that obtained from the 7th-order normal form, while the third one is slightly less than the one from the 7th-order normal form, indicating that these approximations of the amplitudes of the three small-amplitude limit cycles are robust.

Simulations for this case are depicted in Figure 4, which show two stable limit cycles enclosing the equilibria $E_{\pm}$. The trajectory starting from the initial point, $(x, y, z) = (-0.01, -0.001, 0.7984027)$, converges to the smaller limit cycle (in red), while the one starting from the initial point, $(x, y, z) = (-2, 0, 1)$, converges to the larger stable limit cycle (in blue). The center manifold embedding the limit cycles is depicted in Figure 4(b). There exists an unstable limit cycle between the two stable limit cycles, and the equilibria $E_{\pm}$ are unstable. Figure 4(c) shows that trajectories starting from the initial points far away from the equilibria converge to the larger stable limit cycle. Figure 4(d) shows a phase portrait symmetric to that in (a) when the symmetric initial points, $(x, y, z) = (0.01, 0.001, 0.7984027)$ and $(2, 0, 1)$ are used.

Case $S_3$. For this case, $a < 0$. We have $v_3 = 0.8598713267 \cdots \times 10^{-6} a < 0 \ (a < 0)$ and $v_0 = v_1 = v_2 = 0$. This implies that the largest small-amplitude limit cycle is stable. Then, we perturb $(m, n) = (-2.9188113835 a^2, -15.2688532498 a)$ to
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(a) converging to the smaller stable limit cycle

(b) a different projection of the phase portrait in (a), showing the almost plane shape of the center manifold

Figure 5. A simulated trajectory of the extended Lorenz system (1.1) when $a = -0.1$, $m = 0.8858259631$, $n = 0.9423396437$, $b = -0.5$ and $p = 0.3399531956$ with the initial point: $(x, y, z) = (0.8587, 0.01, 0.3687)$.

For this case, it needs $b < 0$ (see Eq. (2.18)). We choose $b = -0.5$. Under the chosen parameter values, we finally perturb $p$ from $p_H = -1.06340562335859 a$ to $p = -1.06340562335859 a$ so that $v_0 \approx 0.1140543640 \times 10^{-12} a < 0$ for which the equilibria $E_{\pm} = (\pm 2.7155368789 \sqrt{-a}, 0, 3.6870702704)$. Then, the truncated 7th-order normal form is given by

$$\dot{r} = v_0 r + v_1 r^3 + v_2 r^5 + v_3 r^7 = -ar [0.1140543640 \times 10^{-12} - 0.1717405600 \times 10^{-9} r^2$$

$$+ 0.2574566232 \times 10^{-7} r^4 - 0.8569028948 \times 10^{-6} r^6],$$

which again has three positive roots:

$$r_1 \approx 0.027301, \quad r_2 \approx 0.093005, \quad r_3 \approx 0.143711.$$

When higher order focus values $v_4$ and $v_5$ are added to the above truncated normal form, we obtain

$$\dot{r} = v_0 r + v_1 r^3 + v_2 r^5 + v_3 r^7 + v_4 r^9 + v_5 r^{11}$$

$$= -ar \left[ 0.1140543640 \times 10^{-12} - 0.1717405600 \times 10^{-9} r^2 + 0.2574566232 \times 10^{-7} r^4$$

$$- 0.8569028948 \times 10^{-6} r^6 - 0.4427134796 \times 10^{-7} r^8 - 0.2034258917 \times 10^{-8} r^{10} \right],$$

which again has three positive roots:

$$r_1 \approx 0.027301, \quad r_2 \approx 0.093005, \quad r_3 \approx 0.143574.$$

It is seen that these three roots are almost the same as that obtained from the 7th-order normal form, indicating that these approximations of the amplitudes of the three small-amplitude limit cycles are robust.
Simulation showing the smaller stable limit cycle is depicted in Figure 5(a). The trajectory starts from an initial point near the \( E_+ : (x,y,z) = (0.8587, 0.01, 3.6871) \). It is seen from Figure 5(b) that the center manifold is almost a plane, like Case S1, as shown in Figure 3(b). However, for this case, it is hard to simulate the larger stable limit cycle, even though higher-order focus values (verified up to the term \( r^{31} \)) have the same negative sign of \( v_3 \). Many initial points are chosen but failed to find the larger stable limit cycle. For example, let the initial point be \((x, y, z) = (x_0, 0, 4)\). When \(|x_0| \leq 1.051\), all trajectories converge to the smaller stable limit cycle; while when \(|x_0| > 1.051\), all trajectories diverge to infinity. This may perhaps be caused by \( a < 0 \) for which the invariant manifold (the z-axis) is unstable, while it is an stable invariant manifold for the cases \( S_1 \) and \( S_2 \).

4. Conclusion

In this paper, we have considered an extended Lorenz system and applied normal form theory to study bifurcation of limit cycles due to Hopf bifurcation. It is shown that either one limit cycle (which may be stable or unstable) can bifurcate from the trivial equilibrium (the origin), or six limit cycles bifurcate from two symmetric equilibria. It is not possible to have Hopf bifurcations simultaneously from the trivial and the two symmetric equilibria. For comparison, we also show that the classical Lorenz system does not have Hopf bifurcation from the trivial equilibrium, and only one unstable limit cycle can occur from each of the two symmetric equilibria due to Hopf bifurcation.
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